
GridMask Based Data Augmentation For Bengali Handwritten
Grapheme Classification

Jiayue Yang
u6399075@anu.edu.au

Australian National University
Canberra ACT 0200, Australia

ABSTRACT
In this paper, we describe the deep learning-based Bengali handwrit-
ten grapheme classification. Specifically, our recognition approach
is based on the convolutional neural networks (CNNs) as deep
CNNs have achieved splendid performance on many different vi-
sual recognition tasks. Moreover, we employ GridMask-based data
augmentation to improve the recognition performance further. We
compare the GridMask-based data augmentation with conventional
data augmentations (such as flip, rotation, mixup) on three widely-
used CNN architectures: ResNet101, DenseNet169 and EfficientNet
B0. Extensive experiments demonstrate GridMask can utilize the
information removal to improve the robustness of the neural net-
works, and the boost of hierarchical macro-averaged recall on the
validation set suggest that GridMask data augmentation can be
efficiently used for the Bengali handwritten grapheme analysis
without any prior grapheme segmentation.
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1 INTRODUCTION
As the 5th most spoken language in the world, Bengali presently
has hundreds of million of native-speakers. Moreover, as the official
language of Bangladesh, Bengali is also the second most spoken
language in India. Due to the widely reach of this language, there’s
increasing interest to devolve a recognition system which that
can automatically recognize images of the language handwritten.
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However, it is widely known that optical character recognition
(OCR) is particularly difficult for Bengali. For the Bengali handwrit-
ten grapheme classification, there is a large number of unlabeled
data. How to fully utilize the data and improve the recognition
performance is a challenge. Recently, Kaggle [1] competition plat-
form organized a handwritten grapheme classification competition,
with the goal to stimulus the development of Bengali handwrit-
ten grapheme recognition, and accelerate the research to improve
Bengali language understanding and interpretation. In this paper,
we describe our solution for the Bengali handwritten recognition
tasks, which employ deep neural networks and data augmentation
techniques [11].

Indeed, sustainable efforts has been made using image feature
extraction and machine learning methods through previous efforts.
Various features were used for images recognition, which include
linear discriminant analysis (LDA) [18], support vector machine
(SVM) [13], k-nearest neighbors (KNN) algorithm [10]. Unfortu-
nately, the handcrafted features cannot identify all the pattern in
the handwritten images. Consequently, there is relatively limitation
for practical applications of recognition system.

Recently, deep learning techniques have witnessed a profound
success on many different challenge tasks, such as image classifica-
tion and recognition [8], speech recognition [7], natural language
processing. Just a few attempts have been made to improve the
Bengali grapheme classification, and text-to-speech task [5, 9]. In
this paper, we explore the deployment of deep neural networks for
the Bengali grapheme classification task. Specifically, deep convo-
lutional neural network is trained, due to its excellent performance
for many visual recognition tasks. However, it is widely known
that deep convolutional neural networks are easy to fall into local
optimal, which decrease the performance of deep learning. One
solution to solve the issue is to increase the labeled data, which is
not easy to be obtained in more piratical settings. Another way is
to artificially enlarge the dataset, such as data augmentation. To
improve the generalization abilities, sustainable efforts have been
made for the data augmentation, such as flipping [12], random
crop [7] and random rotation. In the paper, we explore the novel
data augmentation approach named GridMask [3], to improve the
Bengali handwritten grapheme classification performance.

The rest of the paper is organized as follows. The related data
augmentation approaches are outlined in Section 2. While the used
image datasets and employed data augmentation approach are
given in the section 3. Section 4 presents the training procedure,
and presents the results. Conclusions, discussions and future per-
spectives are given in section 5.
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Figure 1: Samples of the Bengali handwritten grapheme.

2 RELATEDWORK
Data augmentation is one important regularization approach to
improve the generalization ability of neural network, which can
greatly prevent over-fitting in the training of networks. Generally
speaking, data augmentation aims to increase the training data size
by creating artificially labeled samples, as more data can be trained
to reduce the performance gap between the train and valid set. Pre-
vious attempts for data augmentation are based on transformation
of the original image, such as, affine transformation, adding random
noise, regions dropout, contract changes, blurring, et al.

Latter, Mixup [19] approach has been proposed to leverage multi-
image information to train the model, and achieves better perfor-
mance with comparison to previous approaches. In more detail,
Mixup can create new samples using interpolation between dif-
ferent labeled samples. Unlike previous processing the label using
one-hot encoder, Mixup is not within the label-preserving manner,
as the new labels for new synthetically-created samples do not be-
long to two classes [17]. Mixup-based data augmentation approach
can be represented by:

𝑥𝑛𝑒𝑤 = _ ∗ 𝑥𝑖 + (1 − _) ∗ 𝑥 𝑗
𝑦𝑛𝑒𝑤 = _ ∗ 𝑦𝑖 + (1 − _) ∗ 𝑦 𝑗

(1)

where _ is the mixing proportion which follows the 𝐵𝑒𝑡𝑎(𝛼, 𝛼)
distribution. 𝑥 is the input image while 𝑦 is the label. In our experi-
ments, the 𝛼 is set as 0.4 for Mixup-based approach.

Similarly, Sample pairing was proposed in [6], which can create
a new sample by averaging of two labeled inputs. However, the
label is the same as the first sample. Hence, Sample pairing can be
represented as:

𝑥𝑛𝑒𝑤 = 0.5 ∗ 𝑥𝑖 + 0.5 ∗ 𝑥 𝑗
𝑦𝑛𝑒𝑤 = 𝑦𝑖

(2)

3 METHODOLOGY
3.1 Dataset
The dataset employed in this study consists of the images of in-
dividual hand-written Bengali characters. Specifically, the hand-
written Bengali characters (graphemes) contains three components:
a grapheme_root, vowel_diacritic, and consonant_diacritic. It is
worthwhile to notice that: though, in the alphabet Bengali only 11
vowels and 38 consonants, there are also 18 potential diacritics (or

accents). This leads to the fact that there are many more grapheme
in the practical setting, or the smallest units in a written language.
Moreover, it is found that there can be roughly 10,000 possible
graphemes which should be classified. As some grapheme occur
very few times, this added to more difficulties for the recognition
task due to the class-imbalance issues. 200,840 labeled samples are
used in our study, in while 20% of them are random selected to
evaluate the performance of proposed approach. Samples of the
grapheme are depicted in Figure 1.

3.2 Convolutional neural network
As an eminent architectures of deep learning, deep convolutional
neural network has demonstrates great potentials on different visual
recognition tasks. Generally speaking, CNN can be viewed as the
feed-forward neural networks, which is quite similar to other neural
network architectures. Recently, CNN has became a vital approach
for representation learning.

Since last several years, sustainable efforts have been made
[4] to improve the CNN architecture design and numerous vari-
ants of CNN architectures are proposed in the literature, such
as, VGGNet [16], Inception (GoogLeNet) [14], ResNet, DenseNet
huang2017densely, EfficientNet [15], whose has similar compo-
nents have been proposed over last few years. Specifically, CNN
contains the convolution operations and pooling operations (for
example: maxpoolings and mean poolings). The goal of pooling
operations is to decrease the time consumed for computation, and
to build up further spatial the pooling operations for convolutional
layer.

For example, ResNet presents micro-architecture modules (a
building block is given in Figure 2), which refers to the set of blocks
used to construct the network. The success of ResNet also demon-
strate that extremely deep neural networks can be trained, using
standard stochastic gradient descent through the use of residual
modules. However, the basic components of CNN are very similar,
which have typically convolutional layers and pooling layers . In
this paper, we employ three widely-used CNN architectures for the
recognition task: ResNet101, DenseNet169 and EfficientNet B0.

3.3 GridMask data augmentation
As aforementioned, CNNs have millions of parameters to be trained,
thus, the training process often require lots of data. Data augmen-
tation can be used to create more useful data from existing samples
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Figure 2: Residual learning: a building block.

for training practical sittings and improve the general generality
ability of CNNs. In this paper, we explore the GridMask-based data
augmentation, which is a simple but effective strategy.

Suppose the input image can be represented as 𝑥 , and 𝑥 ∈
𝑅𝐻×𝑊 ×𝐶 . where 𝐻 ,𝑊 ,𝐶 is the height, width and channel of the
image respectively. GridMask explores to randomly removes some
pixels of the image and the augmentation can be represented as
follows:

x = 𝑥 ×𝑀 (3)

where the 𝑥 is the input image with the defined size, and𝑀 is the
binary mask. Different from previous other methods, GridMask
is not aim to remove a continuous region, however, GridMask ap-
proach explore to remove a region with disconnected pixel sets (as
given in Figure 3.). Specifically, a unique 𝑀 can be represented by
(𝑟, 𝑑, 𝛿𝑥 , 𝛿𝑦), and the definition of the hour parameters are depicted
in the Figure. 𝑟 is the ratio in a unit (the shorter gray edge). 𝑑 is
the unit’s length, while 𝛿𝑥 ) and 𝛿𝑦) are the distances between first
intact unit and the boundary of the image respectively [3].

The samples of the augmented dataset are given in the Figure
4 (with different 𝑀 settings). And the augmented dataset will be
used for the recognition task.

4 EXPERIMENTAL RESULTS
We conduct a series of experiments to validate the performance
of GridMask-based augmentation for the Bengali hand written
grapheme recognition task, using three different widely used CNN
architectures.

4.1 Evaluation metrics
The hierarchical macro-averaged recall is used to evaluate the per-
formance of the trained models. We calculate the standard macro-
averaged recall for each component which includes grapheme root,
vowel diacritic and consonant diacritic. The final evaluation is
weighted average of those three scores, and we give the grapheme
root double weight to highlight the importance of it.

Figure 3: Sample of one unit of the mask (as depicted by the
dotted square.)

4.2 Training schedule
We use Pytorch to implement the network architecture design and
the Albumentations python library [2] toolkit package to imple-
ment the data augmentation approaches. For all of our experiments,
we employ an NVIDIA GeForce GTX 2080Ti GPU for the training
and inference. In the experiment setting, Stochastic gradient de-
scent algorithm was selected for the network training, with the
start learning rate set as 0.001. We leverage Pytorch CosineAnneal-
ingLR function to decay the learning rate. The mini batch size set
as 64 and the number of train epoch is 130. Different data aug-
mentation methods were also adopted in all experiments to avoid
overfitting and for quantitative comparison. Moreover, the models
loads the parameters of pre-trained on ImageNet dataset in all the
experiments.

4.3 Performance comparison
To verify the effectiveness of GridMask-based data augmentation,
we use three widely used CNNs architectures for the comparison,
while the inputs and learning settings are kept same to provide a
fair comparison. To visualize the model’s training stage, we show
the evolution of loss of ResNet101 during the training process in
Figure 5. As can be seen from the Figure, GridMask provides better
performance with comparison to Random Rotation, Flip and Mixup-
based data augmentation approaches.

Due to the limitation of space, we list macro-averaged recall
scores of ResNet101, DenseNet169 and EfficientNet B0 on the Ben-
gali hand written task in Table 1. As can be seen from the Table 1,
significant boost of macro-averaged recall scores can be identified
for all the three different CNN network architectures. The experi-
mental results indicate that GridMask data augmentation approach
can indeed provide a better generalization ability on this grapheme
classification task.
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Figure 4: Samples from GridMask-based augmented dataset.

Figure 5: Evolution of macro-averaged recall score of ResNet101 trained with different data augmentation approach.

Table 1: Classification performances (macro-averaged recall
score) of ResNet101, DenseNet169 and EfficientNet B0 with
hold-out validation on the Bengali hand written grapheme
recognition task, respectively. Significant boost of the recall
can be identified when the model is trained with GridMask
data augmentation.

ResNet101 DenseNet169 EfficientNet B0
Random Rotation 0.907 0.915 0.930

Flip 0.890 0.935 0.942
Mixup 0.861 0.943 0.947

GridMask 0.955 0.957 0.961

5 CONCLUSION
In this study, we explore the deep learning-based approach for Ben-
gali handwritten grapheme classification task using different data
augmentation approach, which demonstrates that GridMask data
augmentation can provide better performance for the recognition
task. For our further work, we would like to explore the perfor-
mance of proposed method across large datasets. It would also
be interesting to extent our improve the GridMask approach. The
current work may also be employed for hand written recognition
tasks.
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